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Introduction

Paul Baker and Tony McEnery

This book houses a collection of 13 independent studies which use the corpus linguistics methodology in order to carry out discourse analysis. In this introductory chapter we first introduce the two main concepts of the book, corpus linguistics and discourse analysis, and cover the advantages of combining the two approaches. After discussing the existing key research and debates in this relatively new field we then outline the remainder of the book’s three-part structure with a brief description of each chapter.

Corpus linguistics

Corpus linguistics is a powerful methodology – a way of using computers to assist the analysis of language so that regularities among many millions of words can be quickly and accurately identified. Coming from Latin, a corpus is a body, so we may say that corpus linguistics is simply the study of a body of language – in many cases a very large body indeed. Such a body may consist of hundreds or thousands of texts (or excerpts of texts) that have been carefully sampled and balanced in order to be representative of a specific variety of language (e.g. nineteenth-century women’s fiction, British newspaper articles about poverty, political speeches, teenager’s text messages, Indian English, essays by Chinese students learning English). In order to facilitate more complex forms of analysis, many corpora are ‘tagged’, i.e. have explicit linguistic analyses introduced into them, usually in the form of mnemonic codes. This is often done automatically via computer software (for example, Amanda Potts in Chapter 14 uses a corpus of news articles tagged by a computer program called the USAS English tagger), although we note that in this volume Dan McIntyre and Brian Walker (Chapter 9) hand-tagged their corpus for different categories of discourse presentation as software was not able to make the distinctions they required. Automatic tagging performs well (although not at 100% accuracy) at grammatical or semantic tagging. For example, all of the words in a corpus may
be automatically assigned codes which indicate their grammatical part of speech (noun, verb, adjective etc.) or which semantic group they are from (living things, conflict, economics etc.). Tagging can also occur at the level of the text itself, for example, all texts may be tagged according to the gender of the author, allowing us to easily separate out and compare language according to this variable.

Using specially designed software in conjunction with a corpus, analysts are given a unique view of language within which frequency information becomes highly salient. Hence it is no surprise that the concept of frequency drives many of the techniques associated with corpus linguistics, giving the field a quantitative flavour. Many of the chapters in this book employ two frequency-based techniques in particular – keywords and collocates. Keywords are words which are more frequent than expected in one corpus, when compared against a second corpus which often stands as a ‘reference’, usually being representative of a notional ‘standard language’. Keywords reveal words which may not be hugely frequent but are definitely statistically salient in some way. Collocation involves the identification of words which tend to occur near or next to each other a great deal, much more than would be expected if all the words in a corpus were ordered in a random jumble. Native speakers of a language have thousands of collocates stored in their memories and hearing or reading one word may often prime another, due to all of our previous experiences of hearing that word in a particular context. From an ideological point of view, collocates are extremely interesting, as if two words are repetitiously associated with each other, then their relationship can become reified and unquestioned (Stubbs, 1996: 195).

While the earliest stages of a corpus analysis tend to be quantitative, relying on techniques like keywords and collocates in order to give the research a focus, as a research project progresses, the analysis gradually becomes more qualitative and context-led, relying less on computer software. Once quantitative patterns have been identified, they need to be interpreted and this usually involves a second stage of analysis where the software acts as an aid to the researcher by allowing the linguistic data to be quickly surveyed.

For example, we may be interested in how many texts a word or feature occurs in, or whether it tends to occur at the beginning, middle or end of a text. Corpus tools often allow measures of dispersion to be taken into account, sometimes using a visual representation of a file, which can resemble a bar code, with each horizontal line indicating an occurrence of a particular word. Knowing if a word or feature is well-distributed across a corpus, or simply frequent because it occurs very frequently in a few texts, can be one way of understanding the context in which it is used. As well as position, it is essential to ascertain the way that the feature is used in the context of every utterance, sentence or paragraph it occurs in. A concordance table is simply a table of all of the occurrences of a word, phrase or other linguistic feature (e.g. grammatical or semantic tag) in a corpus, occurring with a few
words of context either side. Concordance tables can be sorted, for example by ordering the table alphabetically according to the word immediately to the right or left of the word we are analysing. This helps to group together incidences of a word that occur in similar contexts so interpretations can be more easily made. In cases where a word may occur thousands of times, we may only want to examine a smaller sample of concordance lines, so again the software will randomly reduce or ‘thin’ the number of lines to a more manageable amount.

Such tools enable more qualitative forms of analysis to be carried out on corpora, although we argue that a third stage of analysis – explanation – involves positioning our descriptive and interpretative findings within a wider social context. This can mean engaging with many other forms of information. For example, analyses of twentieth-century English writing from many genres might show that over time people appear to be using second person pronouns more often. Such a finding could be shown via analysis of frequency and keyword lists. Dispersion analyses may indicate that such pronouns are reasonably well dispersed over different registers of writing, although seem to have especially become more frequent over time in informational and official texts. Further analysis of context via reading concordance lines may indicate that they seem to be used to indicate a personal relationship between author and reader. However, such findings would need to be positioned in relationship to social context – what do we know about social developments in the twentieth century? Can phenomena like a move towards relaxed and more informal social conventions, a tendency to denote a less hierarchical style of address, a desire to make language more accessible or even increased use of persuasive language due to the capitalist imperative to position everyone as a consumer help to explain our finding about pronouns? If the aim of our research is to be critical or inspire social change, then a fourth stage may be more evaluative, pointing out the consequences of such uses of language (asking ‘who benefits?’ or who is potentially disempowered), perhaps making recommendations for good practice.

Corpus analysis does not need to critically evaluate its findings, and we argue that ‘curiosity’-based (as opposed to ‘action’-based) research has an important role to play in linguistics. Despite all of the chapters in this collection of corpus studies being positioned as research on discourse, and all of them engaging with description and interpretation stages, some move into explanation and critical evaluation too. This is due to the fact that there is more than one way of doing discourse analysis, as the following section will show.

**Discourse analysis**

‘Bid me discourse, I will enchant thine ear’

(Shakespeare, Venus and Adonis)
Somewhere between Shakespeare’s uplifting use of the word, and today, the
word *discourse* has suffered something of an identity crisis. While the term
*language* is largely understood to non-linguists, *discourse* can be an excluding
shibboleth which does little to make academic research accessible or rel-
vant to people who do not work or study in the social sciences. Part of the
problem is that even among social scientists the term has a wide set of over-
lapping meanings. Compare the claim by Stubbs (1983:1) that discourse is
‘language above the sentence or above the clause’ with Fairclough (1992: 8)
‘Discourse constitutes the social ... Discourse is shaped by relations of
power, and invested with ideologies.’

And within this edited collection, an examination of some of the col-
locational patterns of *discourse* is revealing of its multiplicity of meanings.
Sally Hunt (Chapter 13) refers to *gendered discourses* and *discourse prosody*,
Jack Hardy (Chapter 8) uses *discourse community* (as do we in Chapter 12),
Karin Aijmer (Chapter 5) analyses *discourse markers*, Dan McIntyre and Brian
Walker (Chapter 9) refer to *discourse presentation*, while Daniel Hunt and
Kevin Harvey (Chapter 7) mention *medicalising discourse*. As many of the
chapters utilise somewhat different understandings of discourse, it is pert-
tinent to ask what they have in common. One answer is that they broadly
undertake to examine ‘language in use’ (Brown and Yule, 1983), a concept
which is ideally suited to the corpus linguistic undertaking to base analysis
on large collections of naturally-occurring language. In its highest sense
then, all of corpus linguistics is discourse analysis.

Therefore, the chapters in this book were chosen because they demon-
strate the range of different conceptualisations of discourse that corpus
linguists have utilised, indeed Daryl Hocking (Chapter 10) works with two
definitions of *discourse*, one following Candlin (1997) as relating to the semi-
otic resources used by people to carry out practices that shape their profes-
sional, institutional and social worlds, the other based on resources used to
represent practices or objects.

In Chapter 3 Svenja Adolphs, Dawn Knight and Ronald Carter view
discourse in the sense of being all forms of ‘language in use’ while others
more closely associate discourse with genres or registers of language use – so
this could be used to refer to *spoken discourse* (Karin Aijmer in Chapter 5)
or *digital discourse* (Dawn Knight in Chapter 2). Linked to this notion of
discourse are more specific subdivisions, such as *American presidential dis-
course*, which Cinzia Bevitori (Chapter 6) characterises as a sub-category of
*political discourse*. American presidential discourse would cover language
used by American presidents, presumably in public settings (e.g. speeches,
press releases, interviews). Bevitori also refers to *environmental discourse*,
which could be viewed as language around the topic of the environment,
and such a topic could potentially occur across a range of different genres
or registers of language. However, other chapters, particularly those towards
the end of this collection, conceptualise discourse from a more Foucauldian
perspective, where discourses are seen as ways of looking at the world, of constructing objects and concepts in certain ways, of representing reality in other words, with attendant consequences for power relations e.g. involving gender (Sally Hunt in Chapter 13), ethnicity (Alan Partington in Chapter 11, Amanda Potts in Chapter 14) or social class (Paul Baker and Tony McEnery in Chapter 12). Three of these four chapters follow a critical discourse analysis framework in that research has been carried out in order to highlight inequalities around the ways that certain groups are represented.

An issue with traditional methods of critical discourse analysis relates to the ways that texts and features are chosen for analysis, with Widdowson (2004) warning that ‘cherry-picking’ could be used to prove a preconceived point, while swathes of inconvenient data might be overlooked. The principles of representativeness, sampling and balance which underline corpus building help to guard against cherry-picking, while corpus-driven techniques like keywords help us to avoid over-focussing on atypical aspects of our texts. Corpus techniques can thus reassure readers that our analysts are actually presenting a systematic analysis, rather than writing a covert polemic.

However, an advantage of corpus-driven approaches means that techniques intended for objectively uncovering the existence of bias or manipulation in language can also be carried out from a discourse analysis perspective where the aim is not necessarily to highlight such problems. Alan Partington’s chapter, for example, examines representations of Arabs in press articles but the investigation is not based on an expectation that problematic representations are necessarily ‘out there’ to be uncovered. Partington instead takes a more prospecting approach, bearing in mind that in terms of news values, negative reporting is to be expected so a distinction needs to be made between negative and prejudiced representation. Corpus techniques can help us to distinguish between the two, particularly if we make comparisons between different groups or different press outlets. While Potts, Hunt, and Baker and McEnery all position their research as coming from a critical discourse analysis perspective, Partington defines his research as CADS (Corpus-Assisted Discourse Studies) – note the absence of the word critical.

Kevin Harvey and Daniel Hunt (Chapter 7) also offer an interesting perspective on corpus approaches to critical discourse analysis. Their chapter examines the online language of people who suffer from eating disorders – but this is not a traditional CDA study that aims to highlight how a powerful text producer unfairly treats a less powerful group. Instead the analysis shows that some people personalise their disorder as ‘talking’ to them. Harvey and Hunt discuss how such a representation can both help to mitigate the stigma around the illness and provide support to others but it may also constrain understandings that afford more control to the person with the illness. However, in positioning their research as critical, they cite Toolan (2002), who argues that a critically motivated analysis can focus on discourses that are simultaneously enabling and disempowering. The point
we wish to make here is that corpus linguistics is extremely well-placed to enable discourse analytical research to be carried out from a range of different ‘starting positions’, depending on the meaning(s) of discourse we wish to work with.

The development of a synergy

The relationship between corpus linguistics and discourse analysis has been in development for a quarter of a century, focussed on different groupings over time. The paragraphs below give a vaguely sequential summary of some of the main proponents of what has been referred to more recently as a ‘synergy’, although it is admittedly brief and thus incomplete; apologies are made in advance to anyone who is missed.

The early work in the field tended to use untagged corpora and was often highly reliant on concordance analyses. Pioneering work was connected to the University of Birmingham in the early 1990s, coming out of early research in corpus linguistics by John Sinclair and taken up by Michael Stubbs, Susan Hunston, Bill Louw, Ramesh Krishnamurthy, Wolfgang Teubert and Carmen Caldas-Coulthard, among others. While corpus research at Birmingham had initially been focussed at the lexical and grammatical levels, an early theoretical concept was that of prosodies. Sinclair (1991) showed how the verb phrase *set in* had a negative prosody, tending to co-occur or collocate with negative associations like *rot*. While *set in* has no intrinsically negative meaning in itself, it is hypothesised that people unconsciously remember the contexts that they have heard it in the past and then will use it themselves in similarly negative ways. Louw referred to this phenomenon as semantic prosody, defining it as the ‘consistent aura of meaning with which a form is imbued by its collocates’ (Louw, 1993: 157). Semantic prosodies could be exploited for ironic effect, and Louw gives a droll example from a novel by David Lodge where people attending a conference are described as ‘austerebly bent on self-improvement’. While *self-improvement* usually has positive associations, the phrase *bent on* is regularly used to describe negative behaviours, allowing the author to signal a somewhat different attitude towards the people he is writing about. Semantic prosodies, identified through corpus techniques, are thus an effective way of indicating a text producer’s underlying stance – the concept was further developed for analysis of ideologies by Stubbs (1996, 2001), who coined a related term *discourse prosody*.

Other early work at Birmingham was more concerned with representation of different identity groups in corpora. For example, Caldas-Coulthard (1995) carried out a study of gender representation in news stories, indicating a gender bias that was heavily skewed in favour of men, while Krishnamurthy (1996) studied the contexts of identity words like *tribal*, *race* and *racial*. He concluded that ‘tribal clearly has pejorative connotations,
and if we continue to use it, and apply it only to certain groups of human beings, we are merely recycling the prejudices that the English-speaking culture has developed with regard to those groups.’ (ibid: 197). Rather than examining a particular social group, Teubert (2001) examined the discourse around Euro-scepticism in Britain, focussing on how subliminal messages were created through the repetition of ‘stigma’ and ‘banner’ keywords, the former including bureaucrat, corruption and federal, while the latter involved independence, peace and prosperity. Finally, Hunston’s corpus-based work on evaluation (2004, 2011), emerging from her research on pattern grammar (Hunston and Francis, 1999), has also been influential in laying the groundwork for later discourse-based research.

While holding a visiting position at Lancaster University, Gerlinde Hardt-Mautner published the first paper that aimed to describe the potential of combining a corpus linguistics approach with critical discourse analysis, a form of (mostly qualitative) analysis that was popularised by Norman Fairclough at Lancaster (see Hardt-Mautner, 1995). Tony McEnery and Paul Baker were also influenced by Fairclough’s approach, developing methods for corpus-based discourse analysis which relied on analyses of keywords and tagged data, see for example, Baker (2005) on the representation of gay men in different sets of publically available texts and McEnery’s (2005) corpus analysis of swearing, both in terms of its use and attitudes around it. Baker (2006) published a second monograph illustrating how corpus techniques could be employed in discourse analysis of holiday brochures, parliamentary debates and newspaper articles.

In 2008, we collaborated with a team of critical discourse analysts led by Ruth Wodak, who had co-developed the Discourse Historical Approach to CDA, in order to carry out a large-scale study into the representation of refugees in the British press (see Baker et al., 2008; Gabrielatos and Baker, 2008). This was followed by a similar study examining how the press presented Muslims and Islam (Baker et al., 2013). The research coming out of Lancaster has thus tended to be more closely connected to schools of critical discourse analysis, as well as attempting to incorporate analysis of different types of social, historical and political context in order to explain findings.

Developing concurrently is a third approach, headed by Alan Partington at the University of Bologna, called Corpus Assisted Discourse Studies (CADS), as noted. Focussing on political and press registers, CADS takes a less overtly critical stance to analysis (see above), and has involved analysis of seemingly innocuous abstract concepts like science (Taylor, 2010) and moral (Marchi, 2010). CADS was also an early pioneer of diachronic corpus research, studying changes in representations in different years of newspapers, for example (Clark, 2010), while another methodological innovation involved the development of a technique called concordance keywords (Taylor, 2010). A handbook-length book devoted to CADS methods was published in 2013 by Partington et al.
Currently, further advances in the combination of discourse analysis and corpus linguistics are being made at the University of Nottingham, with research centring around multi-modality (see Adolphs and Carter, 2013; Adolphs, Knight and Carter, this volume), and online interaction (see Harvey, 2012; Hunt and Harvey, this volume). There are also numerous researchers working around the world, either independently or in groups looking at corpora and discourse analysis, some of whom are represented in this collection.

Three debates

As with any emerging field, and particularly one which combines elements of different fields together, the use of corpus methods to carry out discourse analysis has instigated a number of challenges and ongoing discussions among its practitioners, of which our thoughts on three are discussed below: covering bias, ‘so what’ findings and ethics/copyright.

The issue of bias is contentious, being linked to researcher values and orientation. It can be argued that a corpus approach allows research to be carried out from a ‘naïve’ perspective, so the pre-existing views and prejudices of the analyst do not interfere with the early stages of analysis. It is overly hopeful to expect any analyst to approach any topic objectively, and post-structuralists would point to the myth of the neutral researcher, even within the sciences (see Burr, 1995). Accepting this limitation, we would hope that a corpus approach would at least limit the extent of some of our biases – a keyword list produced by a computer is not biased in the way that humans are. It simply works by identifying an ordered list of statistically salient words that the human analyst then needs to account for, many of which would not have been foreseen as key by a human in advance. So far so good. However, the keywords procedure itself suffers from other forms of less conspicuous bias. For one, it is a method that focusses on difference – word $x$ in corpus $a$ is relatively more frequent than word $x$ in corpus $b$. However, if we only focus on a few words that have strong differences in frequencies between two corpora, we may fail to acknowledge words that are reasonably similar in frequency for both corpora – indeed, a more interesting analysis might be one which remarks on both similarities and differences. There are workarounds to take similarity into account (such as using a third reference corpus as a form of triangulation), but viewing a keyword technique as unbiased is only true to a certain extent. As well as being intrinsically biased towards identifying differences, the process itself is not immune from (biased) researcher interference. Humans need to decide when and how to employ it, and as there are numerous settings that can be altered (such as the statistical test used to calculate keyness, the minimum number of times a word must appear in a corpus in order for it to be candidate as key, or the cut-off for statistical significance), it is highly likely that two independent
researchers working on the same corpus will produce different keyword lists. Even then, especially when working with large corpora of millions of words, it is likely that hundreds of words will emerge as key, probably far too many for an analyst to do justice to. Therefore, the researcher needs to make choices about which keywords should receive the most attention – a process that can end up being somewhat subjective as certain keywords may ‘jump out’ as being more interesting than others. Similar accusations can be levelled at other techniques like collocates, wordlists or even concordance analyses. Concordance analyses can be particularly subjective, and underline the fact that much corpus-based discourse analysis is actually qualitative in nature. Two researchers may draw very different conclusions from looking at the same set of concordance lines. Ultimately, rather than viewing corpus linguistics as problematically biased, it is more helpful to accept that there is no such thing as unbiased human research (and that such a goal may not necessarily be attractive in any case), but instead aim for wider transparency about methodological decisions and a more nuanced set of stated claims about the benefits of using computational methods.

A related issue with a corpus analysis of discourse involves questions about what an analysis should actually tell us. Just as the press are governed by ‘news values’ (Galtung and Ruge, 1965) which include features like timeliness, eliteness, superlativeness, proximity, negativity and novelty, academics are, to an extent, influenced by research values which help to determine which types of research attract funding and also which findings may be prioritised by researchers in their reports. A research finding which causes the reader to splutter ‘So what? I knew that already!’, is generally seen as less valuable than one which causes a response of ‘I did not know that’ or ‘That goes against what I expected’. In analysing so much language data at once, a common predicament faced by many researchers, especially in the early stages, is that the analysis produces numerous ‘so what’ findings. Alternatively, it can be easy to get so caught up in our own research topic that we do not realise that some of our findings may not be so earth-shattering to others. For example, with our research on the representation of Islam in the British press (see Baker et al., 2013), it is fairly unsurprising to report that many newspapers, especially tabloids and/or conservative papers reported in ways which appeared negatively oriented towards Muslims. Yet it is easy to identify front pages of newspapers which contain headlines and images that could be interpreted as Islamophobic, without carrying out a corpus study. And it would be ‘so what’ to say that large-scale terrorist attacks like 9.11 and 7.7 caused huge spikes in frequencies of news stories that referred to Islam, as we found in our corpus analysis. So is there any value in such a corpus-based study? We would argue that there are several ways that such a corpus study is worth carrying out. First, it at least provides a more credible, large-scale grounding for making what looks like an obvious claim. A handful of biased front page headlines may be extremely
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salient, but they may not represent the bulk of daily reporting over a period of years. Being able to draw conclusions based on extremely large samples of data adds validity to claims, even if they confirm what we suspected, while providing a quantitative summary gives substance to what may have been a suspicion. So we may not be surprised to be told that Muslims are referred to as extremist more than moderate in the British press, but how widespread is this practice? Knowing, for example, that mentions of Muslims who are extremists outnumber mentions of moderates by 100 to 1 might prompt a different response to being told that the ratio is only 2 to 1 (in fact it is 9 to 1; Baker et al., 2013: 265).

Second, a corpus analysis can indicate more subtle and insidious ways that an obvious outcome is realised, it can reveal the ‘tricks of the trade’ in other words. Techniques like keywords, collocates and concordances help to give a much more detailed insight into the workings of language in use. For example, in Sally Hunt’s analysis of representation of gender in the popular Harry Potter series of books (Chapter 13), it is not hugely surprising to find that female characters are represented in arguably a more restricted and less empowered way than male characters. However, Hunt demonstrates how such representations are embedded within repetitive patterns around seemingly innocent body words like feet, hand, fingers, arm, shoulder, head and face. What the male and female characters are shown to be doing with parts of their bodies (e.g. what they carry on their shoulders or how they use their hands to silence others or indicate a desire to communicate), illustrates an important and possibly subconscious way in which agency is constructed very differently for the two sexes in these books. Such patterns are much less obvious than more overt cases of gender bias such as the use of a sexist label or a character making an on-record remark about the differences between boys and girls.

And thirdly, a corpus analysis can reveal findings that are genuinely surprising, going against our expectations. For example, Dawn Knight (Chapter 2) indicates an unexpected (to us), finding around the use of modal verbs in online language production (e-language). Emails, text messages, tweets, blogs etc. are sometimes viewed as a kind of hybrid form of writing and speech, and Knight hypothesises at the start of her analysis that modal verb frequency in e-language would be higher than written discourse but less frequent than speech, coming somewhere between the two. However, e-language actually contains more use of modals than both writing and speech, a finding which goes against expectations and needs to be explained by consideration of the ways that people communicate in speech, writing and e-language.

In any case, we should be cautious in dismissing any finding because we think it is ‘so what’. People retain a remarkable capacity for holding variant beliefs and in any case, much ‘shared knowledge’ is actually very specifically associated to a particular culture and time period. There is value in
producing academic research which will serve as an historical account for future generations.

Moving on, we come to an ongoing debate surrounding copyright and ethics within corpus linguistics which is made doubly problematic due to the ‘discourse’ or ‘critical’ nature of the research in this collection. Many qualitative forms of textual research are not as hampered by concerns over copyright, due to the fact that smaller amounts of text are collected and analysed, and this can often be labelled as ‘fair use’. However, corpus analyses usually require much larger datasets which can raise questions about copyright. Many early corpus building projects devoted large amounts of time and money to securing copyright clearance for every text that was included in their corpus – but such a model is not ideal and some corpus linguists would argue that it should be unnecessary to go to such lengths in order to carry out non-profit making research which would only involve the brief quotation of a few concordance lines of text in any case. A recent document by the UK Intellectual Property Office noted a new copyright exception to non-profit research which involves text and data mining. This ‘allows researchers to make copies of any copyright material for the purpose of computational analysis if they already have the right to read the work (that is, work that they have “lawful access” to). They will be able to do this without having to obtain additional permission to make these copies from the rights holder’ (Intellectual Property Office, 2014: 6). Such an exception only applies to research within the UK though, and copyright rules differ from country to country.

Yet even if some governments are making it easier for ‘text mining’ research to be carried out, there are ethical problems which involve gaining the respect of the academic community you work in that could present a challenge to one’s individual moral values and could result in unintended consequences if not heeded. It is important to secure permission to analyse ‘private’ uses of language (e.g. personal conversations, privately sent letters or emails, etc.) but how do we treat online data, of the type which the author makes public: tweets, blogs, newsgroups, comments sections of newspapers etc.? On the one hand it could be argued that someone who posts a personal opinion, narrative or attack is ‘fair game’ to be included in a corpus because anyone can potentially read their post – it is to all intents and purposes, public. However, researchers working in the social sciences often want to ensure that they treat the people they study with sensitivity. Reid (1996) notes that it is doubtful that people who post online messages were intending to have their writing appear in a different public domain, and therefore a blogger may not have considered that the language in their blog posts would come under scrutiny in an academic journal, read by a different sort of audience than they had envisaged. Someone posting an offensive tweet might be a child and drawing attention to them may have unintended consequences for that poster. But asking permission of the hundreds of people who have
unwittingly contributed towards your corpus may be very time-consuming and difficult (many of them may have out-of-date contact information). It could also result in a skewed corpus if we have to remove all the people who do not give consent. To an extent, if an analysis focusses on decontextualised language use and we stick to reporting frequencies of words, then this is less problematic. But quoting (even snippets) of text can result in a conflict between copyright and ethics. Do we attribute ‘authorship’ of a post or do we anonymise the identity of the poster to protect their identity, knowing that in some cases an online search of the text we quote in our analysis may reveal the poster’s identity anyway?

We do not believe this is a debate that can be easily resolved, and there are many factors which mean that a single solution cannot be applied to all cases. In our own chapter, which focusses on an analysis of tweets, we made the decision not to quote usernames of tweeters or to quote any tweets which advocated violence, but had we used a different corpus, we may have decided on a different way of dealing with ethical issues. Debate is an important part of any developing field, and it is likely that the issues we have raised in this section will continue to provide discussion with regard to best practice in the coming years.

Outline of this volume

The remaining chapters in this book are broadly divided into three parts. Part 1 (Chapters 2–5) considers discourse as related to *modes* or text types (CMC, multimodal texts, mediated texts and spoken texts). We have tried to focus these early chapters on newer and/or under-researched forms of text, going beyond the analysis of the written word in order to discuss the new challenges that such texts bring with them for discourse analysis, and how such challenges can begin to be met with corpus approaches. Part 2 (Chapters 6–10) more broadly considers discourse as related to *social practice*, and consequently this group of chapters deals with environmental discourse, health discourse, academic discourse and news discourse (from an historical perspective). Part 3 (Chapters 11–14) relates discourse more closely to *ideology* or attitude, and here we are concerned with discourse as a means of representing a social identity or concept through language use. Partington’s study covers the field of Corpus Assisted Discourse Studies while the other three chapters more broadly follow a critical discourse analysis perspective. We should note though, that many of the chapters in this collection draw on multiple notions of discourse, so our categorisation system could have been carried out differently and is not as neat as first appears.

Beginning with Part 1, in Chapter 2, Dawn Knight examines use of modal verbs in the Cambridge and Nottingham e-Language Corpus (a relatively new corpus containing text from blogs, discussion boards, emails, text messages and tweets). Comparing individual and joint modal verb frequencies
both within the different e-language registers and against other spoken and written corpora, she finds differences at every level of comparison – modals are particularly unpopular in tweets but very common in emails and text messages, and as discussed above, surprisingly, modals were more frequent in e-language than both writing and speech. Knight relates the presence of modals to the extent to which the intention is to communicate to a wider (often unknown) audience or whether the audience is small and specific. In addition she notes that compared to speech, e-language has a crucial inadequacy – the lack of gestural, paralinguistic and extra-linguistic cues that are used to communicate meaning. A higher reliance on modality in e-language may be for compensatory reasons.

Svenja Adolphs, Dawn Knight and Ronald Carter demonstrate developments in multimodal corpus research where ‘non-linguistic’ data-streams are incorporated into an analysis of a small spoken corpus (Chapter 3). In this preliminary case study the location where speech takes place is used as a driving factor to examine spoken language use during a series of visits to galleries. Unlike the previous chapter, no hypothesis was developed prior to the research and instead an analysis of frequent words drives the analysis towards use of deixis. The study also highlights some of the potential difficulties encountered when building spoken corpora (e.g. not all of the participants visited every location as expected, batteries ran out and the GPS signal was lost), indicating some of the unforeseen practical complications that occur when moving beyond the analysis of written corpora. The analysis gradually focusses in on the use of evaluative language, noting that while inside the galleries people made more frequent use of *like* as an evaluative, while outside the galleries *like* was used more often as a quotative, with the evaluative *love* being more frequent instead. The analysis thus shows up unexpected directions in analysis, demonstrating neatly how context relates to language use.

In Chapter 4, Monika Bednarek examines issues that arise when corpus linguists study another type of multimodal text – film and television. Bednarek is not just concerned with the written scripts but in the ways that this audio-visual medium uses narrative, body language, visual communication, kinesics and proxemics as part of the discourse. After discussing how such corpora can be created or obtained, with particular consideration of transcription issues, Bednarek gives a case study involving the analysis of a corpus of scripts from the American serial *Nurse Jackie* that were created by a fan of the programme. A keyword analysis shows how past tense forms like *joined* indicate the transcriber’s unfamiliarity with scripting conventions while incorrect pronoun use also suggests that such fan scripts may be of limited value for the investigation of multimodality in television and film. Following that, Bednarek carries out a multimodal analysis of a single scene from the series, showing how visuals and verbal text are combined in the programme in order to create meaning. Camera focus on facial expression
is often required in order to interpret elements of the script that would otherwise be mystifying or misinterpreted by a ‘reader’. Additionally, use of eye movement and eye contact contribute towards characterisation, indicating one of the many ways in which a transcript of spoken words alone would result in a partial (and thus somewhat deficient) analysis of this medium.

Karin Aijmer also looks at spoken language data, although rather than considering the more stylised and scripted mode of television drama, in Chapter 5 she examines a corpus of naturally occurring speech, focussing on how discourse markers are frequently employed by speakers in order to guide the hearer to the interpretation of an utterance. Considering the multifunctional nature of discourse markers, Aijmer notes how they are of particular value for corpus linguists who are interested in speech, providing a case study of the marker actually, comparing it across corpora of speech from different varieties of English and examining its position and functions. While Aijmer concludes that the various meanings of actually can be derived from a core meaning, she notes variation in terms of language variety and position. For example, occurring in the right periphery it corrects a preceding claim while in the left periphery it introduces a shift in perspective. In Hong Kong and Singaporean English it has subjective meanings, relating to showing how an utterance should be understood or viewed as relevant, whereas for Great Britain and New Zealand English it is intersubjective, pointing backwards to an earlier claim to correct it. Aijmer’s analyses of this discourse marker indicate the extent to which corpus analysis needs to be qualitative, going beyond the concordance line to examine sometimes quite lengthy extracts of dialogue in order to identify meaning.

Part 2 of the collection focusses more on discourse as social practice and begins with Cinzia Bevitori’s chapter on environmental discourse (Chapter 6). Taking a diachronic approach, Bevitori examines a corpus consisting of speeches made by ten American presidents, focussing on their language around the environment. Taking the word environment (and its related forms) as the starting point of the analysis, Bevitori gradually shifts to focus on collocates such as protect, energy and clean. By aligning the results of the corpus analysis to consideration of different social and political contexts, Bevitori is able to show how meanings of environment are not stable but vary according to changing political priorities, events (such as the 1973 oil crisis, the state of the economy or global conflicts) and world views of those in power. In particular she demonstrates how three concepts, environmental protection, energy conservation and cleanliness have gradually become more intertwined over time.

Daniel Hunt and Kevin Harvey in Chapter 7 consider health discourses, looking at how people communicate in two online contexts when discussing eating disorders, specifically anorexia. Using keywords, they identify lexis that signpost the various ways that eating disorders are framed by participants in online discussions. In one general health forum aimed at
teenagers, keywords like *am, I'm, anorexic* and *stone* are shown to contribute towards a medicalising discourse which foregrounds disease and deviance. In a second forum which is more specifically devoted to discussion of anorexia, grammatical patterns around keywords like *ED (eating disorder)* are less likely to construct an eating disorder as a possession or trait of an individual but instead they tend to be constructed as independent entities, somewhat separate from their sufferers. The eating disorder is granted grammatical agency: ‘it is totally ed using your voice to express itself’. By contrasting the two forums, Hunt and Harvey are able to identify a set of distinctly different discourses around eating disorders, concluding with a discussion of how such discourses contribute towards the potential (dis)empowerment of those who have internalised or come into contact with them.

In Chapter 8, Jack Hardy studies members of a particular discourse community, university students who engage in the practice of writing academic discourse. Hardy is interested in the extent to which language use among community members is affected by both the amount of time spent among the community and also whether specific sub-communities (based on topic of study) are likely to differ from one another. Using a corpus approach popularised by Doug Biber called Multi-Dimensional Analysis, Hardy analyses the content of student writing to identify how they differ according to four dimensions. For example, for the first dimension considered (involved academic narrative vs. descriptive informational discourse), philosophy and education students tended to use more features associated with involved narratives. These include first and third person pronouns, *wh*-words, *to*-clauses and various verbs. However, biology and physics students tended to skew towards the polar opposite of this dimension, using more features associated with descriptive informational discourse: nouns, adjectives and longer words. A notable difference was also found between final year undergraduates and first year graduates, with the former being more ‘involved’ and the latter being more ‘informational’, although in their second and third years graduate students move back towards being ‘involved’ again. Similar patterns were found for the other three dimensions examined, suggesting that the move from undergraduate to graduate status leads to a somewhat extreme difference in writing style, which gradually edges back towards ‘middle ground’, perhaps due to an over-compensatory initial set of expectations about what ‘graduate’ writing ought to be like.

Dan McIntyre and Brian Walker take a different perspective on discourse in Chapter 9 which considers discourse presentation in a corpus of Early Modern English news reports. Using a hand-categorised dataset, the authors compare presentation of speech, writing and thought in Early Modern and Present Day English, finding higher frequencies of writing and thought presentation in the Early Modern corpus. By conducting qualitative studies of the parts of the corpus which contain such cases and relating them to the context of writing for news during the periods under study, McIntyre
and Walker are able to provide credible explanations for their findings. For example, particular patterns in news reporting may have been due to the higher penalties for publishing dissenting voices in a period before press freedom was established, or may be linked to the ideological stance of certain authors, who wished to use their articles as propaganda. Particularly interesting are cases where journalists report on the thoughts or emotional states of the people who they are writing about, people who were sometimes living in different countries to the journalist. McIntyre and Walker point to this phenomenon as contributing towards a fictionalising and thus more dramatic effect of news, indicating how much (or little) journalistic discourse practices have changed, compared to the present day.

The focus in Chapter 10 is on a multi-perspectival analysis of how creative practice occurs in a tertiary art and design study. Darryl Hocking uses a range of text types in order to explore this topic including student briefs, transcripts of studio tutorials and informal studio interactions. Accordingly, the corpus analysis was a component of a larger study which involved ethnographic analysis, metaphor analysis and discourse-historical analysis. Initial read-throughs of the dataset identified the word ideas as particularly salient (and a subsequent frequency and keyword analysis also showed the word to be important in some of the datasets examined). The tool NVivo was then used to categorise how participants characterised ideas in the dataset, leading to an analysis which combines qualitative examination of sections of transcribed talk with concordance analyses of relevant collocational pairs such as your ideas. The findings are also interrogated in relation to socio-historical context, with Hocking drawing on a discussion of how the concept of ideas has been characterised by other leading artists over time, helping to explain the discourses around the word that were found in the corpus under study.

The final part of the collection (categorising discourse more generally as representations) begins with Alan Partington’s Corpus Assisted Discourse Analysis of representations of the Arab world in a number of English language newspapers from the UK, the United Arab Emirates and Egypt. A diachronic aspect of the analysis compares patterns found in 2010 (prior to the revolutionary wave of demonstrations and protests widely referred to as the Arab Spring) and 2013. In Chapter 11 Partington examines patterns around grammatical agency to show how a collectivised phrase like the Arab world is represented in 2010 as an active subject in material processes as well as a senser in mental processes. The phrase is frequently found to be cast in the role of an audience, reactive to outside stimuli. In order to test whether this feature is found of other, equivalent constructions, Partington also looks at the western world, concluding that of the two, the Arab world is represented as more passive and as an audience/recipient, somewhat hypersensitive and likely to take offence. However, this ‘passive audience’ representation is much less frequent in the 2013 data. Partington’s chapter ends with a discussion on negativity and prejudice in news reporting, noting that negativity is a news
value and indicating how comparative corpus analyses (such as between different newspapers or across different time periods) can be useful in showing that negativity is markedly frequent and drastic in a particular outlet.

In Chapter 12 Paul Baker and Tony McEnery analyse a corpus of tweets that were made about a controversial television documentary series called *Benefits Street*, which contributed towards a wider debate about social class, inequality and unfairness in the UK. Unlike newspaper data, Twitter data is subject to less overt regulation and can also act as a useful indicator of public feeling. Our analysis began with the categorisation of the top 100 keywords, which were then subjected to collocational and concordance analyses, leading to the identification of three main discourses in the corpus (some historically ancient), along with associated discourse communities who participated in specific linguistic and social practices. While some keywords tended to index a particular discourse (e.g. a collocational network of the keyword *fags* showed that it was generally used to criticise people who received government benefits as wasting their money on cigarettes and other items deemed as non-essentials), other words and phrases were found to have contested meanings, such as *depression* or *people on benefits*. Our chapter ends with a discussion of how the medium of interaction (Twitter) impacts on the ways that discourses are articulated and circulated.

Also taking a critical discourse analysis perspective, in Chapter 13 Sally Hunt examines representations around agency and gender in a corpus of the popular Harry Potter novels written by the author JK Rowling. Rather than focussing on perhaps more traditional lexis (such as frequencies and collocations of words like *boy* and *girl*), Hunt instead looks at the actions that are afforded to male and female body parts, initially noting that many male body parts are more frequently referred to than female body parts (and are also more frequent compared to general British English). However, it is in conducting concordance analyses of words like *hand*, *feet*, *fingers*, *legs*, *face* and *arms* that Hunt is able to present a compelling picture of male bodies that are consistently constructed as more active and more likely to be exposed to danger (but less vulnerable). She concludes that female characters are excluded from having a meaningful impact in the world, an implicit and perhaps subconscious message given off in the book is therefore that agency is not for girls.

Finally, in Chapter 14 Amanda Potts uses a semantically tagged corpus in order to examine how identity is constructed in a corpus of American newspaper articles which referred to the natural disaster Hurricane Katrina. The semantic tagging acts as a helpful technique of data down-sampling, enabling Potts to focus on a smaller number of highly frequent predicational strategies, following the discourse historical approach to critical discourse analysis. Looking initially at collocates of the frequent word *people*, she shows how discourses around race and class intersect, leading to a phenomenon she calls deviancy doubling, whereby othered qualities (such
as poor and black) of social actors are compounded together with the effect of distancing such actors from the in-group. Potts notes that in favouring emphasis on certain identity characteristics, other characteristics (such as emotional or physical states) are backgrounded, while there is also less emphasis on more unifying and empowering constructions in the articles. Potts concludes that people affected by Hurricane Katrina are ultimately constructed as threats to social order and overall national welfare.

We hope that readers find this collection of chapters to be illuminating and thought-provoking, offering a range of contemporary perspectives on the combination of corpus linguistics and discourse analysis, a field which we feel has come of age with the publication of this volume.

Notes

1. An examination of the four British members of the Brown family (written corpora of 1 million words each from 1931, 1961, 1991 and 2006) finds the combined frequencies of you, your, yours, yourself and yourselves to be 4,654, 5,090, 5,069 and 6,237 respectively.

2. For example, a Google search of the words islamophobic British press retrieves images of British newspapers with front page headlines like ‘Muslims tell us how to run our schools’, ‘Ramadan a ding-dong’, ‘Muslims tell British: Go to hell’ and ‘BBC put Muslims before you’.
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